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ABSTRACT

Automatic language identification is an important prob-
lem in building multilingual speech recognition and un-
derstanding systems. Building a language identifica-
tion module for four languages we studied the influ-
ence of applying different levels of knowledge sources
on a large vocabulary continuous speech recognition
(LVCSR) approach, i.e. the phonetic, phonotactic, lex-
ical, and syntactic-semantic knowledge. The result-
ing language identification (LID) module can identify
spontaneous speech input and can be used as a front-
end for our multilingual speech-to-speech translation
system JANUS-II. A comparison of five LID systems
showed that the incorporation of lexical and linguistic
knowledge reduces the language identification error for
the 2-language tests up to 50%. Based on these results
we build a LID module for German, English, Spanish,
and Japanese which yields 84% identification rate on
the Spontaneous Scheduling Task (SST).

1. INTRODUCTION

In recent years language identification (LID) has re-
ceived renewed and increased interest as large vocab-
ulary continuous speech recognition (LVCSR) technol-
ogy 1s being applied to multiple languages. Most of
the recent approaches to LID take advantage of units
that are smaller than words such as phonemes [1], [2]
or broad phoneme classes [3] for the identification pro-
cess. Some approaches add phonotactic information
encoded as phoneme bigrams [2] or trigrams [4], [5],
another approach was presented by [6], using a word-
based recognizer. Nevertheless, most approaches for
identifying languages are restricted to phoneme-based
knowledge sources.

Knowing that the integration of a word-based lex-
icon and grammars leads to a large improvement in
speech recognition systems, we focused our experiments
on how such knowledge sources can improve a LID sys-
tem. Constructing dictionaries and word-based gram-
mars for stand-alone LID systems requires extra effort
and LID requires more computational effort on word

level than on phoneme level. Nevertheless, in multi-
lingual speech processing tasks, in which recognition is
the objective, dictionaries, language models and other
higher-level knowledge sources are already available. In
speech-to-speech translation applications like JANUS-II
[7] the identification of the language could be employed
as a front-end module to language-dependent LVCSR.
Word level LID using higher linguistic knowledge can
be integrated into the speech recognition process with-
out requiring additional computational effort. Even
for stand-alone LID systems it is interesting to know
whether the additional effort for word-based systems
with higher-level knowledge can be justified by better
LID performance.

2. THE MULTILINGUAL DATABASE SST

To develop and test our LID system we used a multilin-
gual database of spontaneous human-to-human dialogs
called the Spontaneous Scheduling Task (SST). This
database has been collected at Carnegie Mellon Uni-
versity (Pittsburgh, USA), Karlsruhe University (Ger-
many), and at ATR International (Japan) over the last
two years [8].

| Languages | utterances hours |
English 7644 6.9
German 12292 30.5
Spanish 5730 10.7
Japanese 3311 8.0

Table 1: The Spontaneous Scheduling Task SST

The SST corpus currently consists of English, Ger-
man, Spanish, Japanese and Korean dialogs, sponta-
neously spoken by native speakers. Table 1 summarizes
the currently available data. For the experiments the
German, English, Spanish and Japanese dialogs are di-
vided into a test and a training set of distinct speakers.
The 1dentification process is performed by presenting a
complete utterance to the system.



3. OVERALL SYSTEM STRUCTURE

There are several kinds of architectures for LID sys-
tems. An integrated architecture consists of a single
global recognition system which is language-indepen-
dent as described in [3]. One drawback is the increas-
ing ambiguity when adding languages to be identified
to the system.

In parallel architectures, for each language to be
identified a language-dependent system is trained, lan-
guage identification is performed by running all systems
in parallel. Each system decodes the utterance with
the language-dependent system to determine the best
hypothesis and the language belonging to the system
with the best score (or highest likelihood) is hypoth-
esized. This kind of structure is used in [2], [5] and
[1]. One problem with this approach is, that the scores
of the language dependent system cannot be compared
without prior normalization.

Therefore, we use a parallel architecture but in-
stead of choosing a normalization we combine the out-
puts of the different language-dependent systems with
a multilayer perceptron to decide on the language spo-
ken as shown in figure 1.
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Figure 1: parallel architecture of our LID system

4. EXPERIMENTAL LID-SYSTEMS

To investigate the benefit of different knowledge sources
for LID we constructed five systems applying various
degrees of knowledge and applied the resulting systems
to language pairs [9].

System 1: PnoPT is a recognizer with phoneme-
based acoustic modeling. For each language a system
with context-independent phonemes which are modeled

by CDHMMs with 50 mixture Gaussians was built. For
the German language we used a set of 46 phonemes,
for English 54 phonemes and for Spanish 48 phonemes.
The phoneme sets include special noise models to model
different non-speech events as described in [10].

System 2: PwithPT is similar to PnoPT but in ad-
dition phonotactics i.e. a phoneme bigram is applied.
This phonological knowledge is integrated into the search
procedure as shown in [2]. The phoneme accuracy
for the PwithPT system was 49.6% for German input,
48.3% for English and 46.9% for Spanish speech which
1s comparable to the performance of other spontaneous
spoken speech systems. The identification process with
the system PnoPT is restricted to the short-term acous-
tic differences between languages, i.e. the use of differ-
ent phoneme sets and the different realizations of some
phonemes in distinct languages. An example for the
first is the phoneme /ch/ in the German word ich which
has no English counterpart. An example for the latter
is the phoneme /r/ which has different realizations in
English and German.

System 3: WnolLM is a word-based recognizer in-
cluding a pronounciation lexicon which contains the
rules for concatenating phonemes to build words. The
phoneme models are similar to PnoPT except that gen-
eralized triphones are used to model coarticulation ef-
fects.

System 4: WwithLM is similar to the WnolLM sys-
tem but with integrated word bigrams as a form of lin-
guistic knowledge. This is our JANUS-II system used
for speech recognition. The word accuracy of the sys-
tem used in the language identification experiments is
65.8% for German speech, 65.2% for the English input
and 63.6% for Spanish speech.

System b: WpostLM is a two-stage process, i.e. in
opposite to the WwithLM system the language model is
not integrated into the search process. In the first step
WnolLM is performed to the test utterances. In the sec-
ond step a scoring routine is applied to the given first
best hypotheses to compute the language model prob-
ability p(wy, ws, - - -, wp|L). The language belonging to
the utterance with the highest likelihood is hypothe-
sized. The basic idea is that the language model of the
correct language matches best to the first best hypoth-
esis.

5. EXPERIMENTS

Using the five experimental systems we analysed the
effect of different levels of knowledge on language iden-
tification performance and whether the additional ef-
fort of building a word-based LID systems, is justified.



5.1. First Experiments

In earlier experiments we used German data recorded
at Karlsruhe and English data recorded at CMU (to
get native speakers). The CMU data are collected in
a noisy office environment while the data collected at
Karlsruhe are very clean. We found that testing un-
der different channel conditions overestimate the lan-
guage identification performance significantly [9]. To
further avoid such influences on our LID-results, we
collected additional German data under noisy condi-
tions at CMU and English data under clean conditions
at Karlsruhe. We than performed for each 2-language
ID system two different tests, one under noisy (CMU)
and one under clean (Karlsruhe) conditions as shown
in figure 2.
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Figure 2: Comparison of the five systems

The front row in figure 2 shows the percent correct
LID on clean data, the back row shows the results for
the noisy conditions. In all cases the word-based sys-
tems outperformed the phoneme-based systems. Ap-
plying higher knowledge sources improved the language
identification.

Additional to the results above we found that the
effectiveness of the WpostLM system depends on the
number of words in an utterance. Since we are work-
ing with bigrams, a sentence has to contain at least two
words to benefit from the WpostLM system. Therefore
the results given in the figure 2 are for those hypothe-
ses which contain more than 3 words. Figure 3 shows
the tests on English and German input in which we ex-
amined how the performance improves as the minimal
number of words increases. When the number of given
words is increased to 6 words, the system identification
error is reduced by 5% for data in clean environment
and by 20% for data recorded in the noisier environ-
ment.
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Figure 3: WpostLM depending on the number of words

5.2. 3-language Test

Table 2 summarizes the results from our experiments
on English (E), German (G) and Spanish (S) based on
data recorded under noisy environmental conditions.
The identification of the two languages English and
Spanish seems to be easier than German vs English,
a fact often mentioned in other studies.

|System [ G-E [ G-S [ S-E |
PnoPT 90.2% | 70.2% | 91.9%
PwithPT 91.0% | 74.9% | 89.9%
WnolLM 91.4% | 82.1% | 96.5%
WwithLM | 93.3% | 88.6% | 97.7%
WpostLM | 94.1% | 95.2% | 90.3%

Table 2: LID for German, English, and Spanish

In all cases the performance increases when using
lexical knowledge. Furthermore, tests including the
language-dependent word grammars outperform the re-
sults of those without linguistic knowledge. The word-
based systems outperformed the phoneme-based sys-
tems significantly. The more knowledge is incorporated
in the word-based LID system, the better the perfor-
mance.

Additionally we performed a test on all 3 languages
German, English, and Spanish. Given that we did not
want to perform an extra postprocessing step (as for
WpostLM), we choose the WwithLM system, which is
best for speech recognition, and still one of the best LID
systems. WwithLM gave 86% language identification
rate on the 3-language test.



5.3. Final System

Finally we built tws 4-language systems tw identify
German, English, Spanish and Japanese. Femr these
final systems we used the new recmgnizer [7] which
were impreved in the meantime by e.g. incerpsrating
trigrams inte the decwder and better pheneme mwd-
els for the German recmgnizer. Therefare we called
the new LID systems Pwith3PT and Wwith3LM respec-
tively. The table 3 summarizes the recagnitisn perfer-
mance and the language identificatimn rate sf Pwith3PT
and Wwith3LM. Again the werd-based system wutper-
fwrms the phwneme-based system and gave 84% identi-
ficatimn rate wn the 4-language test.

Laneuage Pwith3PT Wwith3LM |

EU98° | Phawneme Accuracy | Werd Accuracy |
German 53.1% 69.0%
English 56.1% 69.6%
Spanish 52.0% 69.4%

Japanese 65.5% 70.0% |

| 4-LID | 82.6% | 84.0% |

Table 3: Perfermance for German, English, Spanish
and Japanese

6. CONCLUSION

In this paper we shewed hew applying different lev-
els of knewledge smurces te LVCSR-based LID systems
can lead tw significant imprevements af perfermance.
A cemparisen of five LID systems, using different lev-
els of knmwledge smurces, shewed that the incarpsratisn
of lexical and linguistic knswledge gave up tw 50% im-
pravements for the 2-language identificatimn tests. The
ward-based systems wutperfermed the phsneme-based
systems significantly. The mere knswledge is incerps-
rated in the wwrd-based LID system, the better the
perfsrmance. We want te psint sut that the recerding
cenditimns fer different languages have tw be similar tw
get significant LID results. Being aware wf this preb-
lem we recsrded additimnal data and perfsrmed exper-
iments wn channel nermalisatisn. Based sn the results
fwr language pairs, we built a LID mwdule for German,
English, Spanish, and Japanese which gives an mverall
identificatimn rate wf 84% wn the Spsntanesus Schedul-
ing Task (SST). This LID msdule is used as frent-end
for wur JANUS-II multilingual speech-t@-speech trans-
latimn demm system.
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