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Seeing the mind of robots: Harm augments mind
perception but benevolent intentions reduce
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A ccording to moral typecasting theory, good- and evil-doers (agents) interact with the recipients of their actions
(patients) in a moral dyad. When this dyad is completed, mind attribution towards intentionally harmed liminal minds

is enhanced. However, from a dehumanisation view, malevolent actions may instead result in a denial of humanness. To
contrast both accounts, a visual vignette experiment (N = 253) depicted either malevolent or benevolent intentions towards
robotic or human avatars. Additionally, we examined the role of harm-salience by showing patients as either harmed, or
still unharmed. The results revealed significantly increased mind attribution towards visibly harmed patients, mediated by
perceived pain and expressed empathy. Benevolent and malevolent intentions were evaluated respectively as morally right
or wrong, but their impact on the patient was diminished for the robotic avatar. Contrary to dehumanisation predictions, our
manipulation of intentions failed to affect mind perception. Nonetheless, benevolent intentions reduced dehumanisation
of the patients. Moreover, when pain and empathy were statistically controlled, the effect of intentions on mind perception
was mediated by dehumanisation. These findings suggest that perceived intentions might only be indirectly tied to mind
perception, and that their role may be better understood when additionally accounting for empathy and dehumanisation.
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Robots have been present in industrial workplaces since
the mid-1970s (Gunkel, 2018). Today, they are no longer
machines designed to perform a limited set of automated
functions but are becoming increasingly visible in every-
day life (Dautenhahn, 2007). Some even take on the
role of social interaction partners (Duffy, 2003; Jones
et al., 2015). As reported by the International Federa-
tion for Robotics (International Federation of Robotics
(IFR), 2019), worldwide sales of domestic service robots
(DSRs), that is, robots used in the household or for enter-
tainment purposes, have grown dramatically in recent
years. Following a growth in sales by 15% in 2018, and
27% in 2019, sales of DSRs reached a total value of 4.6
billion USD in 2019, with projections up to 35% annual
growth by 2022 (IFR, 2019). Beyond this, independently
operating autonomous robots have come into the spotlight
not only for disaster control (see Nagatani et al., 2013),
but also in the context of the recent coronavirus crisis.
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For example, robots are expected to be soon deployed
in hospitals to perform disinfection or distribute medical
supplies (IFR, 2020).

Robots as social interaction partners

How will the rising presence of robots in the social sphere
shape our interactions with them in the future? For one,
we attribute fundamental social motives even to simple
geometric shapes (Heider & Simmel, 1944). Consistent
with media equation theory (Nass et al., 1997; Nass &
Moon, 2000; Reeves & Nass, 1996), autonomous virtual
agents represented by an avatar elicit social responses that
are very similar to human–human interaction (von der
Pütten et al., 2010). Similarly, watching robots being mis-
treated or subject to painful stimulation has been shown
to elicit empathic concern and increased physiolog-
ical arousal (Rosenthal-von der Pütten et al., 2013;

© 2020 The Authors. International Journal of Psychology published by John Wiley & Sons Ltd on behalf of International Union of Psychological Science.
This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited.

https://orcid.org/0000-0001-8992-5648
https://orcid.org/0000-0001-7252-4581


2 KÜSTER AND SWIDERSKA

Suzuki et al., 2015). This suggests that robots
can at times be perceived almost as if they were
human.

The tendency to imbue non-human entities with
human characteristics is called anthropomorphism
(Epley et al., 2007). At the core of anthropomorphism
lies the attribution of human-like mental capabilities, as it
allows us to explain non-humans’ observable behaviours,
predict their future actions and facilitate effective inter-
actions with our immediate social environment (Waytz
et al., 2010a). Perception of non-humans in terms of their
inner capacities therefore corresponds to how we perceive
other human beings, and fulfils an analogous function
(Epley et al., 2007; Waytz et al., 2010a). Human-like
appearance, and especially human-like face, is an excep-
tionally strong social cue that facilitates this process (e.g.
Duffy, 2003; Fink, 2012). Indeed, human-likeness has
been demonstrated to enhance emotional engagement
and boost empathy towards robots (Riek et al., 2009).
Conversely, when artificial social partners become too
human-like, they may be rejected (Rosenthal-von der
Pütten et al., 2019).

Commonalities in responses to humans and
non-humans have been supported by neuroscientific
evidence that similar brain regions are activated when
we think about both kinds of agents, and robots in par-
ticular (Gazzola et al., 2007). As more recent work in
this field suggests, human-like agents sometimes also
produce similar cognitive effects, for example, during
categorical perception and cognitive conflict processing
tasks in response to spectra of images morphed between
different types of artificial agents (e.g. robot–human and
robot–animal; Wiese & Weis, 2020), or in a Go/No-Go
task played against either another human, or a Cozmo
(Anki) toy robot (Currie & Wiese, 2019). Nevertheless,
some of this research also points to possible differences,
such as subtly different strategies employed when playing
against a robot (Currie & Wiese, 2019), and differences in
the extent of conflict processing for subjects responding
to morph continua containing fully human agents (Wiese
& Weis, 2020).

Moral interactions between humans and robots

Moral interaction with members of other social groups
is a highly complex phenomenon. For example, factors
such as social distance or perceived similarity, that is, rel-
evant attributes when distinguishing between robots and
humans, are known to impact our willingness to grant or
deny equal levels of humanness even to other members
of the human species (e.g. Haslam & Loughnan, 2014;
Waytz & Epley, 2012). At the same time, research into the
social-cognitive underpinnings of dehumanisation, that is,
the denial of humanness to others, has yielded surpris-
ing insights into how mechanistic notions may play a role

in its certain forms (Haslam, 2006). Thus, a human-like
robot might be subject to both: dehumanisation, and per-
haps also its reverse, that is, anthropomorphism (Waytz
et al., 2010b). Therefore, the question of how we might
respond to signs of moral intentions towards a human-like
robotic other (see Gunkel, 2018), for good or ill, still
requires further investigation.

Some anecdotal evidence suggests that inhibitions
towards harming robots might be low. For example, in
2015, a hitchhiking robot called Hitchbot was vandalised
on its way across the United States (Darling, 2015;
Gunkel, 2018). Conversely, however, people might some-
times develop surprisingly strong feelings for robots that
are taking harm on their behalf. For example, this was
the case for soldiers and explosive ordnance disposal
robots designed to clear minefields (Garreau, 2007).
Here, the seemingly selfless and benevolent actions of
the robot appeared to sensitise the soldiers when they
witnessed how the robot was torn apart. In a similar vein,
the story about the travels of Hitchbot (Darling, 2015)
is itself a rhetorical artefact that could hardly have gath-
ered as much attention if there was no reason to care
about the robot in the first place. Taken together, these
real-life stories suggest that it may be non-trivial to
decide whether robots might merit some kind of moral
standing from an ethical point of view (see Gunkel, 2012,
2018). Furthermore, it appears worth investigating from a
psychological perspective, under what conditions robots
are granted or denied mental capacities in the minds of
human perceivers.

Perceiving less mind: Moral typecasting or
dehumanisation?

Our minds are often seen as the hallmark of humanity
(Gray & Wegner, 2012a). Interestingly, however, we do
not necessarily construe someone’s mind as a single uni-
fied structure. Instead, we tend to perceive the mind of
other entities along two broad dimensions, labelled expe-
rience and agency (Gray & Wegner, 2012b). Experience
is about the capacity to feel and to sense (Gray & Weg-
ner, 2012a), which includes feelings of hunger, pain or
pleasure, as well as personality and consciousness (Gray
et al., 2007; Gray et al., 2012). The second dimension,
agency, is about the capacity to intend and to act (Gray
et al., 2012), entailing capacities for self-control, com-
munication, and memory (Gray et al., 2007). Accord-
ing to moral typecasting theory (MTT), moral interac-
tions emerge within a moral dyad, which consists of a
moral patient and a moral agent (Gray & Wegner, 2009).
In the relationship between moral agents and patients,
a moral patient is subject to moral actions, both good
and evil, carried out by a moral agent (Gray, 2010).
However, the relationship between both is asymmetri-
cal. That is, agents require mental capacities that sup-
port doing to carry out an action (i.e. agency; Waytz
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et al., 2010c), whereas patients suffer the effects of the
agents’ actions, and therefore need a capacity to feel (i.e.
experience; Waytz et al., 2010c). Attributions of experi-
ence differentiate the perceptions of humans and robots
particularly well (Gray et al., 2007; Gray & Wegner,
2012a).

Previous research has demonstrated that participants
who read about intentional infliction of harm onto a
liminally minded moral patient (e.g. a vegetative state
patient), spontaneously attributed more mind to the
patient (Ward et al., 2013). This effect, labelled the
harm-made mind, has been explained on the basis of the
patient’s mere participation in a dyadic moral interaction
(Ward et al., 2013). That is, if there is a moral agent who
acts intentionally on another entity, then the second entity
is automatically perceived to fill the position of a patient.
The moral patient then completes the moral dyad, and is
attributed correspondingly more mind (Ward et al., 2013).
The harm-made mind effect has been replicated across
different types of social entities, including a “highly
complex social robot” (Ward et al., 2013, p. 1442), and
harmed faces manipulated to appear robotic (Swiderska
& Küster, 2018). As a consequence of this dyadic com-
pletion, immoral actions may increase perceptions of pain
and suffering even when no moral patient is explicitly
present (Gray et al., 2014). However, mind perception
may not be enhanced in this manner if the victim’s base
level of mind is already very high (Ward et al., 2013, study
5). In fact, harm in the moral dyad resulted in significantly
less mind attribution when the victim was a conscious
human to begin with. Ward et al. (2013) speculated that
this surprising finding might be explained by a dehu-
manisation account, suggesting that dehumanisation may
occur for entities that have a mind (humans)—but not for
“entities with absent or liminal minds” (p. 1443), such as
robots.

Intriguingly, possession of human-like mental capac-
ities is thus further linked to the ascription of moral
status, as discussed by dehumanisation theory. Appear-
ing mindless reduces moral standing, equates an entity
with a mere object deprived of all emotional experi-
ences and agency-related competencies, and warrants
for it to be treated accordingly (Waytz et al., 2010c).
Dehumanisation (Haslam, 2006) is a process that can
itself be mapped onto the dimensions of agency and
experience. Specifically, experience-related mechanisms
of mechanistic dehumanisation have been hypothesised
to justify distancing, lack of empathy, and diminished
willingness to help others (Andrighetto et al., 2014;
Haslam, 2006). Apart from mechanistic dehumanisa-
tion, the cognitive underpinnings of animalistic dehu-
manisation, that is, perceiving other people to lack what
distinguishes us from animals (Haslam, 2006), can be
tied to a denial of the agency dimension of mental
competencies.

One of the mechanisms underlying dehumanisation of
outgroups has been linked to beliefs in human superi-
ority over other species, while perceptions of similarity
contribute to greater humanisation and greater empathy
(Costello & Hodson, 2010; Krebs, 1975). In the same
vein, as shown by Andrighetto et al. (2014), the two
different forms of dehumanisation may affect the rel-
ative willingness to help different types of social out-
groups after they have been struck by natural disasters. In
their study (Andrighetto et al., 2014), Italian participants
differently dehumanised Haitians, who were dehuman-
ised as animal-like (i.e. denied mental capacities asso-
ciated with agency), whereas Japanese were dehuman-
ised as automata (i.e. denied mental capacities associ-
ated with experience. However, in both cases, reduced
empathy emerged as a mediator that explained the neg-
ative effects of dehumanisation on helping. Perceived
divisions between species can be shaped even by sub-
tle experimental manipulations, such as apparent threats
posed by others (Costello & Hodson, 2014), or by social
robots that look too similar to humans - thereby threat-
ening human distinctiveness (Ferrari et al., 2016). Per-
ceived threat amplifies dehumanisation, which in turn has
been associated with an unwillingness to help the threat-
ening target (Haslam & Loughnan, 2014). Conversely,
signs of love, gratitude and cuteness have been suggested
to imbue others with positive social value, resulting in
re-humanisation of another through social engagement
(Sherman & Haidt, 2011). In consequence, expressions of
benevolent intentions by an agent towards a robot might
reduce dehumanisation.

From an MTT perspective, essentially any type of
moral action directed at a patient should increase attribu-
tions of experience to the patient (see Ward et al., 2013),
and attributions of agency to the agent (Gray & Weg-
ner, 2009). According to MTT, intentional harms should
generally be perceived as worse than identical unintended
harms (Ames & Fiske, 2013). Intentional pain from elec-
tric shocks stings worse (Gray & Wegner, 2008), as do
intentional insults (Gilbert et al., 2004). In MTT, such
findings could be explained by an even greater asym-
metry of mind attributions in the moral dyad if harm is
caused intentionally rather than accidentally (cf., Gray
& Wegner, 2009). In consequence, even more agency
should be attributed to intentionally harmful agents,
and an even greater capacity for experience should be
granted to intentionally harmed patients. This, how-
ever, appears to contrast with certain findings estab-
lished by dehumanisation theory. Accordingly, harm-
ful agents should rather be perceived to be less agen-
tive than benevolent agents (Khamitov et al., 2015).
For example, offenders may be denied mental capaci-
ties closely related to both agency and patiency (Bas-
tian et al., 2013)—and people themselves report feeling
less human after having behaved immorally (Kouchaki
et al., 2018). Consistent with the dehumanisation account,
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a series of six vignette studies showed a surprising denial
of agency to intentionally malevolent agents (Khamitov
et al., 2015). Furthermore, malevolent agents were viewed
as less worthy of moral consideration, and this effect
was mediated through reductions in perceived agency.
Finally, lending initial support to the converse argument
of a humanisation effect through benevolent intentions,
mind perception was facilitated if participants imagined
actively helping a robot in a recent vignette study (Tanibe
et al., 2017). This raises the question if mind-imbuing
intentions indeed need to be harmful in nature, or if benev-
olent intentions, as expressed by signals of love, cuteness
or affection might be equally, or even more, potent drivers
of enhanced mind attribution towards human-like robots
or human avatars.

The present research

The present study aimed to contrast predictions made
by MTT and dehumanisation theory from a different
angle than in the previous study by Khamitov et al.
(2015). Notably, we concentrated on mind attribution to
moral patients. We chose to examine a human and a
robotic avatar to compare two entities of moderate to
high human-likeness,1 wherein the human avatar should
be perceived as possessing a mind to begin with. First,
in line with MTT and the harm-made mind effect, we
hypothesised that the robotic avatar would be attributed
more mind (experience) in a harm context, whereas the
human avatar should be victimised (i.e. reduced mind
attributions; cf. Ward et al., 2013, study 5). Alternatively,
from a dehumanisation perspective, the robotic avatar
should likewise be dehumanised (attributed less mind)
because it is a member of a social outgroup (robots) that
is already perceived as less human to begin with.

Our second hypothesis concerned the impact of
social intentions: Following dehumanisation theory,
we expected benevolent intentions to lead to (more)
rehumanisation of its targets, as mediated by empa-
thy. In contrast, malevolent intentions should lead to
dehumanisation of both its targets. Here, an MTT
account based on dyadic completion would predict no
differences in the impact of the two intentions on the
perceptions of the avatars. To complement our second
hypothesis, we therefore examined the MTT proposition
that intentional harms are worse than accidental harm
(Ames & Fiske, 2013; Ward et al., 2013). Here, dehu-
manisation theory would predict greater moral outrage
towards the agent (Bastian et al., 2013) but possibly
also stronger victim (patient) dehumanisation (Castano
& Giner-Sorolla, 2006), and a more important role of
empathy (e.g. Čehajić et al., 2009).

1Previous work, such as the studies presented by Ward et al. (2013) may have been subject to a certain degree of floor effects (studies 1 to 4) or
ceiling effects (study 5) with respect to the potential for raising/lowering mind attribution towards the respective moral patients.

2Out of these, 42 failed to complete the experiment, and three participants made ineligible entries.

Third, we aimed to address the limitation that most
previous work in this field has been based exclusively
on textual vignettes that require deliberate processing
by participants. We therefore operationalised socio-moral
intentions by means of a set of visual vignettes. Finally,
we aimed to explore the notion, supported by MTT,
that enhanced mind perception for moral patients should
be mediated by perceived pain (Ward et al., 2013),
and possibly by empathy for the patient (Swiderska &
Küster, 2018). In addition to manipulating socio-moral
intentions, we therefore included a visual depiction of
harm in the form of a facial wound depicted on the
moral patient. To test our hypotheses, we designed a
visual-vignette study that depicted human and robotic
avatars as moral patients who were either unharmed (con-
trol condition) or harmed (hypothesis 1). The same avatars
were furthermore subject to an explicit display of either
malevolent or benevolent (reconciliatory) intentions of a
moral agent (hypothesis 2).

METHOD

Participants

A power analysis with G*Power (Faul et al., 2007)
indicated that 245 participants would be sufficient to
detect small to medium sized main and interaction effects
(Cohen’s f = 0.18) in a 2× 2× 2 analysis of variance
(ANOVA) with 80% power. In a single wave of data col-
lection, 217 participants were recruited via Crowdflower
(http://www.crowdflower.com/) and compensated 1 USD
each, and another 81 participants were recruited, with-
out compensation, via a free online survey website (http://
psych.hanover.edu/research/exponnet.html). Out of these
298 participants, data from 45 had to be excluded,2

yielding a final sample of 253 participants (162 women;
Mage = 38.36, SD = 13.34). The study was approved by
the Ethics Committee at the Department of Psychology,
Warsaw University, Poland.

Ethical compliance statement

All procedures performed in studies involving human
participants were in accordance with the ethical stan-
dards of the institutional research committee and with
the 1964 Helsinki Declaration and its later amendments
or comparable ethical standards. The authors declare that
they have no conflict of interest. Informed consent was
obtained from all individual adult participants included in
the study.
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Figure 1. Visual vignettes used in Experiment 1. [Colour figure can be viewed at wileyonlinelibrary.com].

Materials

We created eight visual vignettes using Poser Pro 2014
(Smith Micro). They depicted a malevolent or benevolent
intention towards two types of moral patients (human
avatar, robotic avatar), who either showed signs of harm
or not (harmed, unharmed; Figure 1). The malevolent
intention was represented by a taser pointed at the avatar,
and the benevolent intention by a flower. The avatars
showed a neutral facial expression, and the same base skin
textures were used to ensure the expression was identical
for both of them. To generate the harmed versions of the
faces, a moderately severe burn was added to their right
side. The images measured 948× 711 pixels and were
displayed on a white background.

Procedure

Participants were presented with a single, randomly
selected, vignette. Their task was to evaluate the inten-
tion and the moral patient on a number of characteristics
(see the next section for details). The experiment was
delivered in English through EFS Survey (Version 9.0,
QuestBack AG, Germany).

Dependent measures

We assessed the avatars’ perceived experience via
seven main items (having personality, experiencing
desire, feelings, emotions, pleasure, hunger, fear), sup-
plemented by two items on conscious mental experience
(being conscious of itself, being conscious of the people
and world around it), as adapted from Ward et al. (2013).
The two latter items have previously been shown to

3Ward et al. (2013) additionally included agency as part of an overall composite index of mind attribution. However, as agency has been
conceptualised as a property of moral agents, we did not include this measure to assess changes in attributions of mind to the moral patient.

be closely associated with the experience dimension
(Gray et al., 2007), and were included to obtain an
overall index of the patient’s mind (α = .96; cf., Ward
et al., 20133). We further explored the avatars’ perceived
capacity for pain as a mediator of mind perception (Ward
et al., 2013), and included an adapted measure of state
empathy towards the patient (seven items, e.g. “I could
show compassion for [Ann]”, “I could share [Ann’s]
feelings”; α = .94; see Shen, 2010) as an alternative
potential mediator (Swiderska & Küster, 2018). To com-
pare moral typecasting and dehumanisation accounts, we
included a mechanistic dehumanisation scale (five items,
e.g. treating the patient as an object, as a means to an
end; α = .86; adapted from Bastian & Haslam, 2011),
and a measure of dehumanisation-induced emotional
experiences attributed to the avatars (14 items, e.g.
confusion, distress; α = .98; Cuddy et al., 2007). The
response scales for all of the above scales were presented
as 7-point Likert scales with labels at the end-points
ranging from 1 = strongly disagree to 7 = strongly
agree. Finally, we included a question about how morally
right or wrong the intended action appeared, again as a
7-point Likert scale (1 = definitely wrong, 7 = definitely
right).

RESULTS

ANOVA with Intention Type (malevolent, benevolent),
Harm (harmed, unharmed) and Avatar Type (human,
robotic) as between-subjects factors was conducted on
experience. Participant gender was included as a covari-
ate, but its effect was non-significant (all ps > .30), and we
excluded it from all further analyses. The main effects of
harm and avatar type were significant, respectively

© 2020 The Authors. International Journal of Psychology published by John Wiley & Sons Ltd on behalf of International Union of Psychological Science.
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TABLE 1
Descriptive statistics for the harmed and unharmed versions of human and robotic avatars as targets of malevolent and benevolent

intentions

Malevolent intention Benevolent intention

Harmed Unharmed Harmed Unharmed

Human Robotic Human Robotic Human Robotic Human Robotic
Variable M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD)

Pain 5.30 (2.16) 2.77 (2.34) 4.97 (2.15) 2.19 (1.73) 5.97 (1.72) 2.45 (1.72) 4.32 (1.74) 1.93 (1.46)
Mind 4.42 (1.74) 2.28 (1.60) 4.19 (1.73) 2.00 (1.08) 5.37 (1.54) 2.42 (1.31) 4.05 (1.49) 2.26 (1.35)
Empathy 4.86 (1.46) 3.10 (1.91) 4.46 (1.32) 2.68 (1.20) 4.99 (1.23) 3.28 (1.69) 4.17 (1.35) 2.61 (1.49)
Dehumanisation 4.25 (1.71) 5.14 (1.55) 4.23 (1.27) 5.15 (1.40) 2.57 (1.37) 4.07 (1.53) 3.33 (1.46) 4.03 (1.22)
Emotions 3.84 (2.10) 2.19 (1.68) 2.83 (1.64) 1.69 (1.14) 3.23 (1.55) 1.92 (1.32) 2.58 (1.50) 1.84 (1.30)
Moral evaluation 2.16 (1.57) 3.54 (1.76) 2.44 (1.34) 3.72 (1.65) 4.76 (1.75) 4.21 (1.47) 5.35 (1.25) 4.50 (1.35)

Note: For moral evaluation, lower values indicate that the intention was perceived to be more morally wrong.

F(1, 245) = 6.82, p = .01, 𝜂p
2 = .03 and F(1,

245) = 142.38, p < .001, 𝜂p
2 = .37. Human avatars

were perceived to have a higher level of experience
than the robotic avatars, and visible harm enhanced
mind perception—suggesting the presence of a general
harm-made mind effect (see Table 1 for details). However,
the main effect of intention type did not reach statistical
significance, F(1, 245) = 2.54, p = .113, 𝜂p

2 = .01. No
significant interactions emerged (all ps > .10).4

A similar pattern of results was obtained for pain. The
main effects of both harm and avatar type were signif-
icant, F(1, 245) = 10.04, p = .002, 𝜂p

2 = .04 and F(1,
245) = 133.66, p < .001, 𝜂p

2 = .35, with human avatars
perceived to be able to experience pain to a higher degree
than robotic avatars, and harmed avatars experiencing
more pain than their unharmed counterparts (Table 1).
The main effect of the intention type was again not sig-
nificant, F(1, 245) = .56, p = .564, 𝜂p

2 = .00, and there
were no significant interactions (all ps > .10).

As per our first hypothesis, we expected the appear-
ance of the robotic avatar to be associated with a denial
of humanness that should be reflected by mechanistic
dehumanisation, attribution of emotions and expressed
empathy. We thus conducted a multivariate analysis of
variance with the three dependent measures. All mul-
tivariate main effects were significant: Intention, F(3,
243) = 17.26, p < .001, 𝜂p

2 = .18, harm, F(3, 243) = 3.80,
p = .011, 𝜂p

2 = .05, and avatar type, F(3, 243) = 30.41,
p < .001, 𝜂p

2 = .27. No significant interactions were
observed (ps > .10), suggesting little empirical support for
our first MTT-based hypothesis. Consistent with our sec-
ond hypothesis, in the univariate tests, the main effect of
intention type was significant for dehumanisation, F(1,
245) = 42.02, p < .001, 𝜂p

2 = .15, whereby benevolent
intent reduced dehumanisation compared to malevolent

4While none of the interaction effects reached statistical significance, two of these effects were close to p = .10. It is therefore possible that subtle
interaction effects could not be revealed due to insufficient statistical power. Specifically, the interaction between Harm and Avatar Type reached
p = .139, the interaction between Avatar Type and Intention Type p = .589, the interaction between Harm and Intention Type p = .204, and the
three-way interaction (Intention Type, Harm, Avatar Type) reached p = .115.

intent (see Table 1). Intention type did not reach signifi-
cance for emotions, F(1, 245) = 3.82, p = .216, 𝜂p

2 = .01,
or empathy, F(1, 245) = .00, p = .958, 𝜂p

2 = .00. How-
ever, harm was significant for emotions, F(1, 245) = 7.97,
p = .005, 𝜂p

2 = .03, and empathy, F(1, 245) = 9.50,
p = .002, 𝜂p

2 = .04, with both found to be higher for
harmed entities. Conversely, harm was not significant for
dehumanisation, F(1, 245) = .92, p = .338, 𝜂p

2 = .00.
Avatar type was significant for all three measures: empa-
thy, F(1, 245) = 82.70, p < .001, 𝜂p

2 = .25, dehumani-
sation, F(1, 245) = 29.66, p < .001, 𝜂p

2 = .11, and emo-
tions, F(1, 245) = 37.09, p < .001, 𝜂p

2 = .13. Participants
appeared to empathise less with the robotic avatar than
with the human avatar, and the robotic avatar was in turn
more dehumanised (also via the denial of emotional expe-
riences) than the human avatar. Surprisingly, intention
type could only be shown to affect dehumanisation but
not empathy and perceived capacity of the moral patient
for emotions, whereas visible harm clearly affected emo-
tions and empathy, but not dehumanisation. These results
suggest that, while both manipulations resulted in sub-
stantial effects, expressed empathy towards the victim and
decreased dehumanisation in the moral dyad might be
elicited relatively independently from one another.

Consistent with our second hypothesis, an ANOVA
on the moral evaluation yielded a significant main
effect of intention type, F(1, 245) = 80.74, p < .001,
𝜂p

2 = .25, and a significant interaction between inten-
tion type and avatar type, F(1, 245) = 27.70, p < .001,
𝜂p

2 = .10. The main effects of harm and avatar type were
not significant, F(1, 245) = 2.70, p = .085, 𝜂p

2 = .01
and F(1, 245) = 2.63, p = .106, 𝜂p

2 = .01, which
was also the case for all remaining interaction effects
(ps > .50). Malevolent intentions were viewed as more
morally wrong when targeted at the human avatar
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compared to the robotic avatar (Mmalevoent,human = 2.29,
SD = 1.47 vs. Mmalevoent,robot = 3.63, SD = 1.70;
p < .001). Benevolent intentions were perceived as
more morally right in this comparison, but here the dif-
ference between the two types of avatars appeared to be
less pronounced (Mbenevolent,human = 5.07, SD = 1.53 vs.
Mbenevolent,robot = 4.35, SD = 1.41; p = .014). Together,
these results appeared to be consistent with the notion
of our second hypothesis, that is, that benevolent inten-
tions should lead to rehumanisation, whereas malevolent
intentions foster dehumanisation.

To further clarify the understanding of intentions
in this type of visual vignettes, we conducted a brief
follow-up study with 28 participants (11 women;
Mage = 37.71, SD = 10.09). It revealed that 100% of
them recognised the object held by the hand as a weapon,
and similarly, 100% recognised a flower in the respective
images. Moreover, 96% (27 participants) interpreted the
depicted actions to express corresponding malevolent
and benevolent intentions. When asked explicitly about
how intentional (vs. accidental) the actions appeared to
be, both behaviours were perceived as highly intentional,
with the malevolent action significantly more intentional
than the benevolent action (M = 6.36, SD = 1.37 vs.
M = 5.86, SD = 1.67, p = .028). These results support
the validity of our manipulation.

Mediation analyses

As demonstrated previously, mind perception in response
to intentional harm may be mediated by perceived pain
in moral vignettes (Ward et al., 2013), whereas both
pain and empathy appear to play a mediating role when
participants are exposed to visible harm (Swiderska &
Küster, 2018). Empathy for the victim may especially be
of importance as a mediator for mind attributions if there
is evidence of an empathy gap towards another entity (e.g.
Gutsell & Inzlicht, 2012; Swiderska & Küster, 2018).
To go beyond previous work in this area, the present
study therefore manipulated harm and intention type sep-
arately to help dissociate these two influences on mind
perception.

We performed mediation analyses on all three inde-
pendent variables (avatar type, harm, intention type) to
re-examine their respective roles in relation to mind per-
ception, and to explore whether the same mediators could
be observed for intention type (Figure 2). We conducted
three bootstrapping mediation analyses (10.000 samples;
SPSS PROCESS macro, V.3.0; Hayes, 2018; model 4)
using 95% confidence intervals (CI) with pain and empa-
thy as parallel mediators and the composite mind index as
the dependent variable.

For avatar type, the significant relationship with mind
attributions (CI= [−2.49,−1.71], p < .0001) could be par-
tially explained by a significant indirect effect of both

(a)

(b)

(c)

Figure 2. Results of the mediation analyses with avatar type (a), harm
(b) and intention (c) as independent variables (IV), index of mind
attribution as the dependent variable, perceived capacity for pain and
empathy expressed for the moral patients as parallel mediators in the first
two models, and dehumanisation as a mediator and pain and empathy
as covariates in the third model. Solid lines represent significant paths,
solid brackets represent significant mediation effects, central paths
represent the direct effect when controlling for the mediators. IVs were
dummy coded with 0 and 1. N = 253.

mediators (total indirect effect = −1.72, CI = [−2.12,
−1.37]; see Figure 2a). The direct effect of avatar type
remained significant after controlling for the mediators
(CI = [−.68, −.09], p = .0116). Both individual indi-
rect effects were significant (pain: −1.00, CI = [−1.46,
−.62]; empathy: −.71, CI = [−1.02, −.45]. The contrast
between pain and empathy revealed no significant differ-
ence (CI = [−.92, .31]. These findings are consistent with
previous results (Swiderska & Küster, 2018) and point to
a mediation of appearance-related changes in mind per-
ception by both the perceived capacity for pain and par-
ticipants’ reported empathy.

For harm, the relationship with mind attributions was
significant (CI = [.03, .96], p = .0378), and this was
accompanied by a significant total indirect effect of pain
and empathy (.54, CI = [.15, .95]; Figure 2b). The rela-
tionship turned non-significant when controlling for the
two mediators (CI = [−.30, .20], p = .6598). Again,
both individual indirect effects were significant (pain: .30,
CI = [.06, .57]; empathy: .25, CI = [.06, .46]), and the

© 2020 The Authors. International Journal of Psychology published by John Wiley & Sons Ltd on behalf of International Union of Psychological Science.
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contrast between them did not demonstrate a significant
difference (CI = [−.16, .29]). Thus, consistent with previ-
ous findings, harm done to a moral patient affected mind
perception through perceived pain as a mediator (Ward
et al., 2013). In addition, in the present study, empa-
thy was found to be an equally effective mediator of
increased mind perception. This finding might be due to
the visual nature of our materials that may have rendered
harm more salient than traditional text-based vignettes.
Taken together, these results suggest that perceived capac-
ity for pain and participants’ reported empathy with the
agent may both play significant roles as mediators of mind
perception.

Next, we examined the impact of intention type on
mind perception with the same mediation model as for
avatar type and harm. Here, however, the consistent pat-
tern of results found for the previous models could not
be replicated.5 Therefore, we explored the possibility that
in the case of the relationship between intentions and
mind perception, pain and empathy acted as confound-
ing variables. This was confirmed in an auxiliary anal-
ysis of covariance with pain and empathy as covariates,
respectively, F(1, 243) = 99.44, p < .001, 𝜂p

2 = .29 and
F(1, 243) = 56.99, p < .001, 𝜂p

2 = .19, whereby the main
effect of intention type on mind attributions became sig-
nificant, F(1, 243) = 10.91, p = .001, 𝜂p

2 = .04, and
benevolent intentions resulted in greater attributions than
malevolent intentions (Mbenevolent = 3.55, SD = 1.90 vs.
Mmalevolent = 3.25, SD = 1.90).

Finally, we conducted an exploratory mediation anal-
ysis to examine the impact of intention type on mind
perception with dehumanisation as a mediator, and pain
and empathy as covariates. Intention type might influence
mind perception via humanisation of moral patients if it
appears benevolent, and dehumanisation if it is malev-
olent. The relationship of intention with mind was sig-
nificant (CI = [−.59, −.15], p = .0010), and the indi-
rect effect of dehumanisation was significant as well
(−.23, CI = [−.39, −.11]; Figure 2c). This relationship
became non-significant when controlling for the medi-
ator (CI = [−.37, .09], p = .2369). Both covariates
were significantly related to mind perception (pain = .43,
CI = [.35, .50], p < .001; empathy = .36, CI = [.26,
.46], p < .001) and dehumanisation of moral patients
(pain = −.17, CI = [−.28, −.05], p = .0041; empa-
thy = −.18, CI = [−.34, −.02], p = .0239).

DISCUSSION

The main aim of the current work was to test diverg-
ing predictions made by MTT and dehumanisation theory

5The analysis yielded a non-significant relationship between Intention and mind attributions (CI = [−.76, .18], p = .2311), with a non-significant
total effect of pain and empathy (total indirect effect = .07, CI = [−.33, .48]), a significant direct effect of Intention when controlling for the two
mediators (CI = [−.60, −.12], p = .0039), and non-significant individual direct effects (pain = .06, CI = [−.19, .30]; empathy = .01, CI = [−.17, .21]).

towards highly human-like entities in the role of moral
patients. Dehumanisation theory has raised the notion that
moral intentions may lead to either a denial of mental
capacities or rehumanisation, depending on whether the
moral interaction is malevolent or benevolent in nature.
In contrast, the MTT mechanism of dyadic completion
should result in the same type of asymmetric mind per-
ceptions for both types of moral behaviours. Further,
MTT has sometimes emphasised the role of malevolent
intentions (e.g. Gray & Wegner, 2009), whereas research
favouring a dehumanisation account has regarded inten-
tionality as simply another aspect of agency (Khamitov
et al., 2015). Finally, work from MTT has suggested a pos-
sible reversal of mind attribution towards moral patients
possessing a pre-existing fully human level of mind (Ward
et al., 2013), whereas dehumanisation theory has shown
how even subtle differences between us and another per-
son, for example in social status or appearance, can result
in a denial of mental capacities in everyday life (Bastian
& Haslam, 2011; Haslam & Loughnan, 2014). We there-
fore examined the influence of malevolent and benevolent
intentions, visible harm, and robotic appearance on mind
perception using visual vignettes. In line with our pre-
dictions, the results replicated the harm-made mind effect
for both human-like and robotic avatars. However, we did
not find the expected impact of intentions. Instead, expo-
sure to benevolent intentions reduced dehumanisation of
the moral patient. This finding appears to be more consis-
tent with a dehumanisation view of the harm-made mind
than with a moral typecasting account (see also Khamitov
et al., 2015).

The visual vignettes further examined the role of
visible harm as a signal of suffering. The addition of
a facial wound resulted in enhanced mind attribution,
increased state empathy and pain, and enhanced attribu-
tion of emotions to the avatars. Thus, despite its potential
for being imbued with negative social value (see Sher-
man & Haidt, 2011), visible harm appeared to humanise
both kinds of entities in terms of their perceived men-
tal and emotional capacities. Importantly, these response
tendencies emerged similarly for both the robotic and
the human-like avatar, supporting media equation views
that humans may overall react similarly to humans as
they react towards humans (e.g. Rosenthal-von der Pütten
et al., 2013).

Nevertheless, our results also demonstrate that mind
attribution and empathy expressed towards artificial enti-
ties are highly malleable and responsive to subtle social
cues. The human-like avatars were perceived to pos-
sess a greater level of mind, as more capable of expe-
riencing pain and emotions, elicited more empathy, and
were dehumanised to a lesser degree. Furthermore, there
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was one notable exception to the general pattern of
main effects: Participants reported a stronger contrast
between right and wrong when the moral patient was a
human-like avatar. Thus, while humans may generally
perceive humans and human-like robots in a very similar
manner, they also appeared to be biased towards fellow
humans in that higher moral standards were applied to
more human-like victims. This finding appears consistent
with notions presented by the dehumanisation view, and is
in line with recent findings suggesting that a human moral
patient might suffer less when depicted together with a
robotic agent (Swiderska & Küster, 2020). At the same
time, it is remarkable that robots were perceived as worthy
of moral consideration at all—that is, that humans distin-
guish between right and wrong actions also towards the
robotic avatar (see Gunkel, 2012).

The results of the first two mediation analyses sug-
gest that pain and empathy may play similarly impor-
tant roles for understanding the mechanisms underlying
mind attribution towards a visibly harmed other. However,
while our present findings of a parallel mediation through
both pain and empathy replicate findings from recent
research (Swiderska & Küster, 2018; Ward et al., 2013),
it is unclear under which circumstances both constructs
will be sufficiently distinct to allow further insights based
on these still rather exploratory results. Furthermore, our
results raise the question to what extent pain plays as
central a role for “mind infusion” effects as claimed
by previous work on the harm-made mind (e.g. Ward
et al., 2013). Rather, as discussed recently by Schein and
Gray (2018), we may have to care about a vulnerable mind
via empathy in the first place, for the mere perception
of pain and suffering to robustly affect moral judgement
(see also Avenanti et al., 2010). Therefore, future work
might examine moderated mediation models by means
of more robust measures for pain and empathy. Unfortu-
nately, however, the necessary experimental control over
both of these factors remained outside of the scope of the
present work. Nevertheless, the current results lend some
support to the notion that exposure to visible harm may
tap into mechanisms regulating our potential for empa-
thy towards members of another species (see Gutsell &
Inzlicht, 2012).

Overall, our results on displays of benevolent and
malevolent socio-moral intentions suggest that intentions
might be more loosely connected to mind perception than
suggested by some of the previous work on moral type-
casting (e.g. Ward et al., 2013). In particular, the role
of benevolent intentions may deserve further attention.
Previous work on MTT has predominantly focused on
the differences between mere accidental harm on the one
hand, and malevolent intentions on the other (e.g. Gray &
Wegner, 2009). We argue that this theoretical perspective
may have largely overlooked the humanising potential of
more benevolent displays. On first glance, this may appear
rather counterintuitive, as benevolent intentions should

be rather unlikely to be associated with causing harm to
another person. However, benevolence, kindness or even
signals of cuteness associated with another entity should
be effective means for enhancing humanisation of a vic-
tim from a dehumanisation perspective (see Gray, 2012;
Sherman & Haidt, 2011). In this experiment, we there-
fore aimed to further decouple the presence of harm indi-
cated by the facial wound from the socio-moral intentions
displayed towards the moral patient. Benevolent inten-
tions should have provided an even sharper contrast to
malevolent intentions to the accidental harm studied in
previous work on MTT (e.g. Ward et al., 2013). Our
findings of no significant differences in mind attribution
between both conditions thus suggest that seeing either
kind of intense socio-emotional intentions might be suffi-
cient to elicit mind infusion effects in moral dyads. That
is, MTT’s dyadic completion mechanism would not be
inconsistent with these findings. However, it is possible
that a more powerful contrast between benevolent and
malevolent intentions could have revealed a significant
difference in favour of a dehumanisation account. Here,
future work might employ more powerful displays of
benevolent intentions than the somewhat subtle gesture of
handing someone a flower. Finally, our exploratory medi-
ation analyses suggest that the observed mind attribution
effects could be mediated by dehumanisation once vari-
ance from pain and empathy is controlled for. Again, these
results call for more consideration of dehumanisation pro-
cesses in moral interactions and moral typecasting.

We further suggest that a more extensive visual
vignette approach, or work using popular online videos
featuring “robot abuse” (e.g. Küster et al., 2020), might
help to illuminate the role of harm and socio-moral inten-
tions, as showing an interaction instead of describing it
in words may bring about less ambiguity about certain
details that participants would otherwise have to imagine.
Importantly, visual vignettes could offer a fresh per-
spective on the harm-made mind, as well as on broader
discussions on intention. A lot of insightful work has been
conducted in the philosophical and psychological litera-
ture to investigate the interactions of factors contributing
to lay person’s judgements about intentional vs. uninten-
tional action (e.g. Mele & Cushman, 2007), and the folk
concept of intentionality (e.g. Malle & Knobe, 1997).
However, as with prior research on the harm-made mind,
work in this area has predominantly been shaped by
purely text-based analyses. Here, extended work on
image-based representations could help illuminate under
which conditions brief non-verbal observations in the
real world are, for example perceived as blameworthy
intentional norm violations (Monroe & Malle, 2017), or
as side-effect actions (Malle & Knobe, 1997).

Despite these encouraging results, the present work
still faces a number of limitations. First, all of our
measures were based on simple self-report data that
could be strengthened in future work through the use of
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behavioural or physiological responses—for example
skin conductance as a measure of arousal. In addition, a
few of present dependent measures, for example the emo-
tional index, might be eliminated that essentially mirrored
the pattern results of the main dependent variables. Fur-
thermore, our current results are based on a single visual
vignette study that could not fully account for a number
of possible alternative accounts and ambiguities inherent
to this approach. As demonstrated by the results of the
post test, participants were able to clearly distinguish
between benevolent and malevolent intentions, and they
recognised the taser and the flower accordingly. However,
we do not know what specific kind of benevolent inten-
tions were perceived by participants, or if other types of
signals of socio-moral intentions might have been more
effective. For example, participants may have interpreted
our without-harm malevolent intentions somewhat more
broadly as a situation where “harm is coming” rather
than specifically as an abstract goal-directed intention
to cause harm. Nevertheless, we believe that even such
generalisations and variations would still capture the gist
of the difference between a clear and imminent sense of
(intentional) harm that might perhaps still be averted, and
actual physical harm that has already occurred. Likewise,
the precise sequence of events resulting in harm to the
patient was left to the imagination of the participant.
Here, a traditional textual vignette might have achieved
more precision - yet even for textual vignettes, it is
not trivial to unambiguously describe a specific type of
intention without participants second guessing additional
moral motivations of the agent. Further, we believe that
the limitations in control over participants’ imagination of
additional context in our visual vignettes were balanced
by the greater control offered over the type and intensity
of harm shown in the images. That is, while a textual
vignette might likewise have described a facial wound,
participants could easily have imagined that wound to
look very different when it was inflicted to a robot rather
than to another human. In a similar manner, our approach
may have left some ambiguity concerning the question
of how well the human avatar was indeed recognised as
another human being, or as simply another, albeit even
more human-like, artificial entity. Again, the humanness
of the human could have been made more explicit in a
traditional textual vignette. Conversely, it would have
been very difficult to describe the appearance of the robot
precisely enough to ensure a matched impression of other
socially relevant factors, such as facial shape, expres-
sion, or skin tone, in plain text. Here, future work could
build upon a combination of several textual and visual
vignette studies to balance the respective drawbacks
and advantages of both approaches. However, given the
predominance of textual vignettes in this field of work to
date, we believe that the advantages of a visual approach
substantially outweighed these limitations.
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