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Abstract. This paper firstly describes the research framework of Human Activity Recognition and Fall Detection, as well as Hidden Markov Model and its extension with continuous observations and hierarchical topology, namely the Continuous Density Hidden Markov Model and the Hierarchical Hidden Markov Model. Subsequently, we introduce how to apply Hidden Markov Models to the human activity modeling in Human Activity Recognition and Fall Detection based on previous literature. Finally, famous research work for smart home technology and elderly care based on Hidden Markov Models is reviewed.
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1 Background: Human Activity Recognition and Fall Detection

1.1 Research Framework of Human Activity Recognition (HAR) and Fall Detection (FD)

The essential research aspects in the HAR and FD study, which compose a pipeline of the research framework, are introduced as follows:

Recording equipment and data acquisition. All recognition task is based on data and usually big data. So, we should first choose suitable devices and equipment for sensing the signals emitted from the human body and then use these devices to acquire enough data for the following research.

Data segmentation and annotation. After we have the acquired data, we need to segment them into pieces, such as single motions, activities, or activity sequences. The annotation or labeling on the segments is also required since we want to train our machine learning model with the data segments.
Digital Signal Processing (DSP) and feature extraction. The recorded data, or the segmented data pieces, are so-called raw data, which contain sequences of original values/vectors within a duration. In order to fit the feature extraction, DSP is a necessary step to polish these values. For example, we could apply signal normalization, amplification, or filtering to the data to make them more suitable for training and recognition. Subsequently, we can extract several features from the processed data. Simple example features of the human activity signals can be average values, variance, among others. More complex feature calculations can also be obtained directly from public feature libraries, such as [1]. So as to optimize the feature extraction and model training, sometimes feature space reduction and feature vector stacking are researched [2], [3].

Human activity modeling of Machine Learning (ML). After preparing the data for the recognition system, we need to have a machine learning model for training and decoding. Here we can apply, for example, artificial neural networks (ANNs) [4]. As a further deepening of ANNs, Deep Neural Networks (DNNs) [5] play a cornerstone role in image recognition. On this basis, many research works have shown the ability of Convolutional Neural Networks (CNN) for image-based HAR [6]. Recently, Residual Network (ResNet) [7] shows its ability of HAR [8]. Moreover, Hidden Markov Model [9], [10] is another useful human activity modeling tool that may better explain the internal structure of human activities than neural networks [11], which is the focus of this paper.

Model training, evaluation, tuning and model application. We apply the ML model and the labeled data to train the created models, recognize new input data, evaluate the recognition system, and tune parameters and models based on the experimental analysis. If the recognition system works well for our purpose, it could be put into use for real-world application.

1.2 Sensing Technology for HAR and FD

There are many types of sensing technologies for HAR and FD in a home environment, as categorized in Figure 1.

Basically, sensing technologies can be divided into two approaches, namely external and internal sensing methods.

In external sensing, the devices are fixed in predetermined points of interest, so the inference of activities entirely depends on the voluntary interaction of the users with the sensors. For example, an intelligent home usually applies sensors to sense the signals emitted from the human body, while video-based activity and fall recognition try to apply image processing and recognition algorithms on the recorded video or image data, such as [12].

In internal sensing, the devices are attached to the user, which leads to the research topic of signal-based activity recognition using wearable sensors, such as smartwatches and smartphones.
2 HIDDEN MARKOV MODEL AND ITS EXTENSION

2.1 Hidden Markov Model (HMM)

We denote $T$ as the length of the observation sequence (i.e., $t = 1, 2, 3, ..., T$), the number of states $S$ in the model by $N$ and the number of observation symbols by $M$. A discrete observation HMM is then formally defined as 5-tuple $\lambda = (S, V, \pi, A, B)$ [9]:

- $S = \{s_1, s_2, ..., s_N\}$: the set of all possible states;
- $V = \{v_1, v_2, ..., v_M\}$: the discrete set of possible symbol observations;
- $\pi = \{\pi(s_i)\}$, $\pi(s_i) = P(q_1 = s_i$ at $t = 1)$: the initial state distribution;
- $A = \{a_{ij}\}, a_{ij} = P(q_{t+1} = s_j|q_t = s_i), 1 \leq i, j \leq N$: state transition probability distribution, usually represented as a matrix of probabilities, called transition matrix;
- $B = \{b_i(k)\}, b_i(k) = P(V_k$ at $t|q_t = s_i), 1 \leq i \leq N, 1 \leq k \leq M$: observation symbol probability distribution, usually also represented as a matrix of probabilities, called emission matrix.

There are three basic problems of interest that can be solved for the model to be useful in real-world applications [9]:

**Problem 1: Evaluation Problem.** Given the observation sequence $O = O_1, O_2, ..., O_T$ and a model $\lambda$, how do we efficiently compute $P(O|\lambda)$, the probability of the observation sequence, given the model?
Problem 2: Decoding Problem. Given the observation sequence $O = O_1, O_2, ..., O_T$, and the model $\lambda$, how do we choose a corresponding state sequence $Q = q_1, q_2, ..., q_T$ which is optimal in some meaningful sense (i.e., best “explains” the observation $O$)? HAR and FD are related to the solution of the second problem, for which a famous approach is the Viterbi algorithm [10].

Problem 3: Optimization Problem. How do we adjust the parameters $A$, $B$ and $\pi$ of the model $\lambda$ to maximize $P(O|\lambda)$?

2.2 Continuous Density Hidden Markov Model (CDHMM)

In the HAR or FD task, the observations are the signals/segments/features instead of a finite set of discrete symbols. An obvious extension to the basic HMM model is to allow continuous observation space instead of a finite number of discrete symbols. In this model, parameters $B$ (emission matrix) cannot be described as a simple matrix of point probabilities but rather as a complete Probability Distribution Function (PDF) over the continuous observation space for each state. Therefore, the values of $b_i(k)$ in the 5-tuple of HMM must be replaced with a continuous conditional probability distribution [13]:

$$b_j(x(t)) = P(x(t)|q_t = s_i), \forall x(t), i. \tag{1}$$

Equation 1 is called CDHMM. The conditional distributions (PDF) $b_j(x(t))$ can, theoretically, be arbitrary, but usually, they are restricted to be finite mixtures of simple parametric distributions, like Gaussians.

2.3 Hierarchical Hidden Markov Model (HHMM)

The HHMM applied state transition in a hierarchy-based structure. Thus, the definitions of states, observations, emission probabilities, and initial distribution in the 5-tuple of HMM or CDHMM remain while the transition pattern changes. In a traditional HMM, the transition reveals the relationship between two activities with probabilities, which could be regarded as a “linear” transition. In an HHMM, the entire structure is like a tree. In a high level of activity transition, some activities could have their low-level sub-activities. The sub-activities also have their transition relationship.

Taking the HMM modeling in [14] as an example, the “take a break” and “alternate workstation work” activities are at the same level. Thus, they have a transition relationship of probabilities with each other. Furthermore, the “take a break” activity could be sub-divided into several low-level sub-activities, such as “going on break” and “going off break”, forming their individual transition topology. There is no direct path from the “going on break” activity to the “alternate workstation work” activity because they are neither in the same hierarchy nor in the same inheritance relationship.
3 HMM FOR ACTIVITY AND FALL MODELING

3.1 State-of-the-Art Topology Study of HMM Human Activity and Fall modeling for Internal Sensing

HMM is powerful for modeling human activities, such as single motions like “walk,” “stand,” “sit,” “jump,” and “fall.” Each activity can be modeled using a single HMM state [15], [16], or a fixed number (greater than one) of HMM states [2], [16], [17], and both topologies work but with shortcomings.

**Single-state.** The single-state model for the “stand” activity may be enough, but for a more complicated motion like the “walk” and “fall” activities, the single-state may not be sufficient. The single-state modeling has also been applied successfully in a real-time HAR system [16].

**Fixed number of states.** Some literature models each single motion activity with six [2] or ten [17] states, which achieves good recognition accuracy in different applications. However, these six or ten states are not interpretable, similar to neural network modeling. Moreover, there may exist redundancy (e.g., six HMM states of the “walk” activity may work well, but applying six HMM states to the “sit” activity should be over-engineering).

**Distinct number of states for different activities.** Recently, state-of-the-art research tries to model different activities with different numbers and meanings of phases and states, called phase and state partitioning [11]. For example, one gait of the “walk” activity contains two phases and five states: the grounding-contact phase (three HMM states) and the swing phase (two HMM states), as seen from one leg’s view.

**HMM state generalization.** Moreover, based on the above-introduced phase and state partitioning, some states can be shared among activities, like the situation in speech recognition. The generalized states are called Motion Units [11]. By applying this topology, falls can also be efficiently modeled with state generalization, and different types of falls [18] can be well recognized instead of only being detected as one activity, “fall.”

3.2 Application of HMM for External Sensing

HMM also works for the external sensing, such as in an activity monitoring system for elderly care [19]. In this work, five types of wireless sensors, such as pressure mats, float sensors, and temperature sensors, are applied in the sensor network. The activities in this research are motion sequences rather than single motions, such as “leave,” “shower,” “sleep,” and “drink.” Four datasets are used to evaluate the activity recognition for elderly care. The HMM-based recognition results prove the capability of HMM modeling for external sensing of motion sequences, which helps assist elderly people.
3.3 HHMM in the Smart Home Application

HHMM, as introduced in Section 2.3, can also be well applied in an external sensing system for smart home technology. For example, the so-called MavHome project equips the rooms with several external sensors [14]. The system can control all lights, appliances, fans, heaters, and window blinds as an interactive result based on activity recognition called a data-driven approach for an intelligent environment. However, there are many challenges to solve for such an environment, such as sensor network failure, power outages, and slow and unreliable human behaviors.

4 SUMMARY

This paper goes through the research framework and topics about HAR and FD, then briefly introduces HMM and its extension: CDHMM and HHMM, followed by the HMM modeling topologies for human activities in real applications with the description of several research works and projects.
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