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Abstract

In this paper, we present our latest investigations of multilingual
Multilayer Perceptrons (MLPs) for rapid language adaptation
between and across language families. We explore the impact
of the amount of languages and data used for the multilingual
MLP training process. We show that the overall system perfor-
mance on the target language is significantly improved by ini-
tializing it with a multilingual MLP. Our experiments indicate
that the more languages we use to train a multilingual MLP, the
better is the initialization for MLP training. As a result, the ASR
performance is improved, even if the target language and the
source languages are not in the same language family. Our best
results show an error rate improvement of up to 22.9% relative
for different target languages (Czech, Hausa and Vietnamese)
by using a multilingual MLP which has been trained with many
different languages from the GlobalPhone corpus. In the case
of very few training or adaptation data, an improvement of up
to 24% relative in terms of error rate is observed.

Index Terms: multilingual speech processing, multilingual
Bottle-Neck feature, rapid language adaptation

1. Introduction

The performance of speech and language processing technolo-
gies has been improved dramatically over the past decade with
an increasing number of systems being deployed in a large va-
riety of languages and applications, such as spoken dialog sys-
tems, speech summarization, spoken information retrieval and
speech translation. However, most efforts to date are still fo-
cused on a small number of languages. With more than 6,900
languages in the world and the need of supporting multiple input
and output languages, the most important challenge today is the
rapid portation of speech processing systems to new languages
with little manual effort, with few data, and at reasonable costs.
In the last years, the use of neural networks to improve ASR
performance earned a lot of attention in the speech commu-
nity. One application of them are Multilayer Perceptrons (MLP)
for feature extraction [1, 2]. Instead of the traditional Mel-
Frequency Cepstral Coefficients (MFCC), the values of the out-
put layer (Tandem features) or the values of the hidden layer
(Bottle-Neck features) are used in the preprocessing step. In
many setups and experimental results, MLP features proved to
be a high discriminative power and very robust against speaker
and environmental variations. Furthermore, cross-lingual and
multilingual studies indicated that MLP features are language
independent. In many papers, it was shown that features ex-
tracted from an MLP which was trained with one language
can be used for another language. For example, the authors
of [3] showed that features extracted from an English-trained
MLP improve Mandarin and Arabic ASR performance over
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the spectral feature (MFCC) baseline system. In [4], cross-
lingual portability of MLP features from English to Hungar-
ian was investigated by using English-trained phone and ar-
ticulatory feature MLPs for a Hungarian ASR system. Fur-
thermore, a cross-lingual MLP adaptation approach was per-
formed, in which the input-to-hidden weights and the hidden bi-
ases of the MLP corresponding to the Hungarian language were
initialized by English-trained MLP weights, while the hidden-
to-output weights and output biases were initialized randomly.
The results indicated that cross-lingual adaptation often out-
performs cases in which the MLP features are extracted from
a monolingual MLP. In [5], the authors explored the portabil-
ity of phone- and articulatory feature based tandem features to
a different language without retraining. Their results showed
that articulatory feature based tandem features are comparable
to the phone-based ones if the MLPs are trained and tested on
the same language. However, the phone based approach is sig-
nificantly superior in application to a new language without
retraining. Imseng et al. [6] investigated multilingual MLP
features on five European languages, namely English, Italian,
Spanish, Swiss French, and Swiss German from the Speech-
Dat(Il) corpus. They trained a multilingual MLP to classify
context-independent phones and integrated it directly into the
preprocessing step for monolingual ASR. Their studies indicate
that shared multilingual MLP feature extraction gives the best
results. Plahl et al. [7] trained several Neural Networks (NNs)
with a hierarchical structure with and without bottle neck topol-
ogy. They showed that the topology of the NN is more im-
portant than the training language, since almost all NN features
achieve similar results, irrespective of whether training and test-
ing languages match. They obtained the best results on French
and German by using the (cross-lingual) NN which has been
trained on Chinese or English data without adaptation. In [8, 9],
Thomas et al. demonstrated how to use data from multiple lan-
guages to extract features for an under-resourced language and
hence improve ASR performance. They referred to using a data-
driven approach in which no knowledge about the phone set of
the target languages was needed. In [10], the language inde-
pendent character of bottle neck features was demonstrated on
the GlobalPhone database. Improvements were observed by us-
ing multilingual bottle-neck features. Our latest research in [11]
presented first experiments on using a multilingual MLP for ini-
tializing MLP for new languages. The approach showed a sub-
stantial improvement in terms of ASR performance and proved
its robustness against transcription errors [12].

In this paper, we focus on the investigation of the impact of the
amount of languages and data used for the MLP training pro-
cess. Moreover, its potential to improve the MLP training pro-
cess and its influence on ASR performance using multilingual
MLP between and across language families will be explored.



Futhermore, the use of multilingual MLP to initialize the MLP
training for the new language offers an opportunity to retrain
the network with the data of the new language. Hence, it raises
the important question about the difference of the ASR perfor-
mance with and without retraining. Therefore, we explore if the
multilingual MLPs are accurate enough and so retraining may
no longer be required.

The remainder of the paper is organized as follows: In section 2
we describe our data resource and the baseline system. Sec-
tion 3 describes our multilingual MLP and its application to
new languages. In section 4, we present our experiments and
results. The study is concluded in Section 5 with a summary
and future work.

2. Data Resource and Baseline System

GlobalPhone is a multilingual text and speech corpus that cov-
ers speech data from 20 languages [13]. It contains more than
400 hours of speech spoken by more than 1900 adult native
speakers. For this work, we selected French, German, Spanish,
Bulgarian, Polish, Croatian, Russian, Czech, Portuguese, Man-
darin, Korean, Thai, Japanesse, Hausa and Vietnamese from the
GlobalPhone corpus. In addition, we used the English speech
data from WSJO. In our experiments, we used Czech, Hausa,
and Vietnamese as target languages and the remaining ones
as source languages. We splitted the source languages into
three different catogeries in order to perform our experiments:
The first one called Big4 contains European, resource-rich lan-
guages like English, French, German, and Spanish. The second
one consists of four different Slavic languages, namely Bulgar-
ian, Croatian, Polish and Russian. The last one is composed of
the four Asian languages Chinese, Japanese, Korean and Thai.
The baseline recognizer for the target languages can be de-
scribed as follows: the language model was built with a large
amount of text data which were crawled using the Rapid Lan-
guage Adaptation Toolkit [14]. For acoustic modeling, we ap-
plied the multilingual rapid bootstrapping approach which is
based on a multilingual acoustic model inventory trained from
seven GlobalPhone languages [15]. To bootstrap a system in a
new language, an initial state alignment is produced by selecting
the closest matching acoustic models from the multilingual in-
ventory as seeds. The standard front-end was used by applying
a Hamming window of 16ms length every 10ms. Each feature
vector has 143 dimensions resulting from stacking 11 adjacent
frames of 13 MFCC coefficients each. A Linear Discriminant
Analysis transformation reduces the feature vector size to 42
dimensions. For Vietnamese ASR, we merged monosyllable
words to bi-syllable words to enlarge the context in acoustic
modeling and the history of the language model [16]. Table
1 presents the trigram perplexities (PPL), Out-Of-Vocabulary
(OOV) rates, vocabulary sizes, and error rates (ER) for the se-
lected languages.

Table 1: PPL, OOV, vocabulary size, and ER for Czech, Hausa,
and Vietnamese

[ Languages [ PPL [ OOV(%) | Vocabulary | ER (%) |
Czech (CZ) 1361 4.0 267k 19.5
Hausa (HAU) 77 0.5 41k 14.6
Vietnamese (VN) 176 0 30k 12.1

3. Multilingual Multilayer Perceptron and
its Application to New Languages

To train a multilingual Multilayer Perceptron (ML-MLP) for
context-independent phones, we used the knowledge-driven ap-
proach to create a universal phone set, i.e. the phone sets of all
languages were pooled together and then merged based on their
IPA symbols. Afterwards, some training iterations were applied
to create the multilingual model and, thereafter, the alignment
for the complete data set. In this work, we used audio data from
different languages, such as English, French, German, Spanish,
Bulgarian, Polish, Croatian, Russian, Mandarin, Korean, Thai,
and Japanese to train the multilingual Multilayer Perceptron.
Figure 1 shows the layout of our MLP architecture which is sim-
ilar to [17]. As input for the MLP network, we stacked 11 adja-
cent MFCC feature vectors and used phones as target classes. A
five layer MLP was trained with a 143-1500-42-1500-81 feed-
forward architecture. All neural networks were trained using
ICSI QuickNet3 software [18]. We used a learning rate of 0.008
and a scale factor of successive learning rates of 0.5. The ini-
tial values of the network were chosen randomly. In this work,
we trained five different multilingual MLPs based on different
languages in the same language family and also the combina-
tion between them. Table 2 presents the frame-wise classifica-
tion accuracy of the multilingual MLPs on cross-validation data
(10% of our training data).

Table 2: Frame-wise classification accuracy of the multilingual
MLPs on their cross-validation data

| Languages [ CVAcc ‘
Big4 67.61
Slavic 67.55
Asian 66.34
Big4 + Slavic 60.86
Big4 + Slavic + Asian 60.15

In the preprocessing of the bottleneck (BN) systems, the
LDA transformation is replaced by the first 3 layers of the Mul-
tilayer Perceptron using a 143-1500-42 feed-forward architec-
ture (Bottle-Neck), followed by stacking 5 consecutive output
frames. Finally, a 42-dimensional feature vector is generated
by an LDA, followed by a covariance transformation.
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Figure 1: Bottle-Neck features

Figure 2 illustrates the initialization scheme. For the new
language, we select the output from the ML-MLP based on the
IPA table and use it as initialization of the MLP training. All



the weights from the ML-MLP but only the output biases from
the selected targets are employed.
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Figure 2: Initialization scheme for MLP training or adaptation
using a multilingual MLP

4. Experiments and Results

For language adaptation, we conducted two different exper-
iments: using all training data and employing only a small
amount of training data of the Czech, Hausa, and Vietnamese
GlobalPhone data set. In both cases, we applied different mul-
tilingual MLPs for the MLP training initialization and also ex-
perimented with and without retraining.

4.1. Using full database

In the first experiment, we applied different multilingual MLPs
for the MLP training initialization and used all the training data
to train the monolingual MLP for each target language. Table
3 shows the frame-wise classification accuracy on the cross-
validation data for all MLPs trained with different initializa-
tions. We observed large improvements in comparison to the
MLP trained with random initialization. The more languages
we used to train the multilingual MLP, the better was the final
performance of the target language MLP. However, the differ-
ence between the MLP performance of the target language was
minor by varying the group of the source languages.

Table 3: Frame-wise classification accuracy of the target lan-
guage MLPs with different initialization on cross-validation
data

Initialization Czech | Hausa | Vietnamese
Random 7234 | 73.47 65.13
Big4 76.62 | 76.49 67.09
Slavic 76.28 | 76.38 66.94
Asian 76.05 | 76.61 67.05
Big4 + Slavic 77.13 | 76.70 67.56
Big4 + Slavic + Asian | 77.62 | 76.92 68.08

After finishing the MLP traing, all the MLPs were used to
extract the BN features for the ASR experiments. Table 4 shows
the ASR performance for Czech, Hausa, and Vietnamese with
MEFCC features and BN features which were initialized with
different multilingual MLP trained on speech data between and
across language families after retraining. The results show that
we got overall significant ASR performance improvements over
the MFCC and the MLP with random initialization even if the
source languages and the target language are not in the same
language family. However, for the case of Czech and Viet-
namese, we obtained the best results by using the source lan-

guages which belong to the same language family as the target
language. Using the multilingual MLP trained on Asian data,
we obtained the best performance for the Hausa ASR system.

Table 4: ER for Czech, Hausa, and Vietnamese ASR using
MFCC features and BN features with different multilingual
MLPs between and across language families for initializations.

Systems Czech | Hausa | Vietnamese
MFCC 19.5 14.6 12.1
Random Init 19.2 15.1 114
Big4 Init 16.8 14.2 10.1
Slavic Init 16.3 14.2 10.7
Asian Init 17.1 14.1 10.0

Next, we successively increased the number of languages
and thereby the amount of data to train different multilingual
MLPs and used it to initialize the MLP for our target languages.
Figure 3 illustrates the ASR performance on Czech, Hausa, and
Vietnamese using those different BN features. The results show
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Figure 3: ER for Czech, Hausa, and Vietnamese ASR trained
on all the training data using MFCC features, and BN features
with different initializations.

that the more languages we used to train the multilingual MLP,
the better was the final ASR performance. We observed some
improvements by adding more languages to train the multilin-
gual MLP, especially, if the source languages and the target
language are in the same language family. The results in [12]
showed that using multilingual MLP for the initialization of an
MLP training led to better results than using monolingual MLP
trained with the same amount of data. Hence, the improvements
by using more languages might be a result of the diversity of
languages used to train the multilingual MLP.

For the case of Hausa, we also observed improvements, al-
though all the source languages are quite different from the
Hausa language. Hence, we performed a further analysis of
the similarity between the Hausa language and the source lan-
guages. We applied the polyphone average, in this case mono-
phone, triphone, and quintphone, as a criteria for language sim-
ilarity which was successfully used in [15]. Figure 4 shows
the monophone, triphone and quintphone coverage of Hausa
by twelve languages. We observed a quite high correlation be-
tween the polyphone coverage and the ASR improvement by
adding more source languages to train the multilingual MLP.
Furthermore, the coverage was increased by adding the Asian
languages. This may be the reason why we obtained the best
performance for the Hausa system by using Asian languages as
sources.
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Figure 4: Hausa polyphone coverage by twelve languages

4.2. Using very small amount of data

In the second experiment, we assumed that we have very little
training data (about 10% of the full training data) for Czech,
Hausa, and Vietnamese. We trained the baseline system using
MFCC features and obtained an ER of 27,5%, 24,9% and 26%
on the Czech, Hausa, and Vietnamese test set respectively. Due
to the fact that two hours are not enough data for an MLP train-
ing, we directly used the multilingual MLPs which were trained
in the previous experiment to extract the Bottle-Neck features.
We also trained an oracle system for each target language by us-
ing the best MLP which was trained with the full training data
from the previous experiments. Figure 5 illustrates the ASR
performance for Czech, Hausa, Vietnamese using different mul-
tilingual MLPs. Again, the more languages we used to train the
multilingual MLP, the better was the final ASR performance.
As in our experiments with the full database, we observed a
substantial improvement everytime we added more data of other
languages to train the multilingual MLP. In contrast to the case
of Hausa and Vietnamese, the best performance for Czech is
close to the oracle result. Since the ASR performace increases
almost proportional with the number of languages used to train
the multilingual MLP, it seems to be very promising to achieve
similar results to the oracle system with more languages.
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Figure 5: ER for Czech, Hausa, and Vietnamese ASR trained on
a very small amount of training data using MFCC features, and
BN features with different initializations wihout any retraining.

Furthermore, we retrained the multilingual MLP using the
available data to improve the MLP accuracy. Table 5 presents
frame-wise classification accuracy of the target language MLPs
with different initializations on cross-validation data after re-
training. We observed a significant improvement of the MLP
performance of the target languages by adding more training
data from other languages to train the multilingual MLP. It can

be observed that even if the source and target languages are not
related, we obtained some improvements of the MLP perfor-
mance in most cases.

Table 5: Frame-wise classification accuracy of the target lan-
guage MLPs with different initializations on cross-validation
data

Initialization Czech | Hausa | Vietnamese
Big4 70.58 | 71.12 58.32
Big4 + Slavic 72.18 | 72.56 60.12
Big4 + Slavic + Asian | 72.38 | 73.42 62.38

Using BN features extracted from the retrained MLP, we re-
trained the AM and observed an overall improvement compared
to the system without MLP retraining. In average, an improve-
ment of around 4% relative was obtained. Table 6 summarizes
the ER for Czech, Hausa, and Vietnamese ASR using MFCC
and BN features with different multilingual MLPs for initializa-
tion after retraining.

Table 6: ER for Czech, Hausa, and Vietnamese ASR using
MFCC features, and BN features with different initializations
after retraining.

Systems | Czech | Hausa | Vietnamese
MFCC 27.5 24.9 26.0
Big4 23.8 237 22.8
+ Slavic 22.0 224 21.7
+ Asian 20.9 21.3 20.3
Oracle 20.2 18.8 18.0

5. Conclusions

The paper presented our latest investigations of multilingual
bottle-neck features and their application to rapid adaptation to
a new language at feature level. Based on the experiments on
the GlobalPhone data set, we are able to draw four principal
conclusions:

e Multilingual MLP is a good initialization for MLP train-
ing, especially for a new language.

e More languages in the training of the multilingual MLP
lead to a superior MLP performance for a new language.
As a result, the ASR performance improves, even if the
target language and the source languages are not in the
same language family.

e Multilingual bottle-neck features are language indepen-
dent and can be used for a new language without retrain-
ing to improve ASR performance.

e Even with a very small amount of training data, retrain-
ing of the multilingual MLP improves the accuracy.

Our best results showed an error rate improvement of up to
22.9% relative for different target languages (Czech, Hausa and
Vietnamese) by using a multilingual MLP trained with many
different languages of the GlobalPhone database. In the case
of a small amount of data, an improvement of up to 24% was
observed.
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